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1 Introduction

A large empirical literature now documents the impact of illiquidity on returns. Illiquid

assets provide, on average, significantly higher returns than liquid assets,ceteris paribus.

That is, literature documents the existence of a significant “illiquidity premium.”1 This

holds true both in studies that consider the levels of assets’ liquidities, such as Amihud

and Mendelson (1986) or Brennan and Subrahmanyam (1996), and in studies that consider

assets’ exposures to changes in market liquidity, such as Pástor and Stambaugh (2003).

At the same time, the bulk of the theoretical work in this area predicts that any illiquidity

premium should be quite small.2 Constantinides (1986) and Vayanos (1998) both argue

that proportional transaction costs should significantly impact trading frequency but have

only a minimal effect on prices. Heaton and Lucas (1996) find that transaction costs do not

generate significant premia in an economy in which agents trade to share labor-income risk.

Lo, Mamaysky and Wang (2001) generate moderate price discounts due to illiquidity, but

the resulting return premium is still quite low. Huang (2003) finds that illiquidity premia

should be inconsequential, barring other significant constraints.

These theoretical predictions for a low illiquidity premium are unsurprising once one

understands the intuition driving the results. The low illiquidity premium in all of these

models is driven by one or both of just two factors: endogenous portfolio selection and

endogenous timing of trades. The intuition as to why endogenizing portfolio selection re-

duces the illiquidity premium depends only on the existence of at least some long horizon

investors. Short horizon investors will choose only to hold the most liquid assets, leaving

those least impacted by transaction costs, the long horizon investors, to hold the less liq-

uid assets, a phenomenon Amihud and Mendelson (1986) term “clientele effects.” Long

horizons investors are able to amortize any “tollgate” charges. Even a transaction cost

of five percent represents only a sixteen basis point drag on annual returns to an investor

with a thirty-year horizon. If long horizon investors only need compensation, in the form

1The literature, somewhat confusingly, uses the terms “liquidity premium” and “illiquidity premium”
interchangeably. Strictly speaking, the liquidity premium refers to the fact that liquid assets command a price
premium, trading higher than otherwise comparable illiquid assets, whereas the illiquidity premium refers to
the fact that illiquid assets provide a return premium, delivering higher expected yields than comparable liquid
assets. We prefer illiquidity premium because of the analogous usage of the more standard “risk premium.”
That is, we will use illiquidity premium to refer to the excess expected returns generated by illiquid assets in
the same way that risk premium refers to the extra returns generated by risky assets.

2Amihud and Mendelson (1986) provides a notable exception. Their model, however, explicitly forbids
long horizon investors from undertaking liquidity “arbitrage.” Allowing for competition across investor type
would reduce the magnitude of the model’s predicted illiquidity premium.
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of higher returns, sufficient to make them indifferent between holding liquid and illiquid

assets,ceteris paribus, then the return premium provided by illiquid assets must be quite

low. The intuition as to why endogenizing trade timing reduces the illiquidity premium is

even more straightforward. Illiquid assets are more expensive to trade but this,ipso facto,

leads investors to choose to trade illiquid assets less frequently. Trading these assets less

frequently mitigates the costs imposed by illiquidity. Trading these assets optimally dra-

matically reduces the premium required to make an investor indifferent between holding

these assets and comparable liquid assets.

These theoretical predictions notwithstanding, the existence of a significant illiquidity

premium is now firmly established. Pástor and Stambaugh (2003) suggest one plausible

explanation. They propose that some assets, illiquid in a dimension they term “sensitivity

to liquidity risk,” tend to have low returns when aggregate market liquidity dries up, which

are also times when investors value returns highly. If a security’s lowest returns concur with

unfavorable shifts in investor welfare it should trade at a discount. If illiquid assets’ returns

are negatively correlated with state prices then investors will demand high compensatory

average returns. Acharya and Pedersen (2003) have considered this type of correlation

theoretically. They explicitly consider the correlation between trading costs, which impact

net returns, and market returns, which proxy for state prices, in an asset pricing frame-

work. Within this framework they derive a significant illiquidity premium.3 Their model

assumes, however, that each investor liquidates their entire portfolio every period. Incorpo-

rating investors with longer horizons into the model, or endogenizing trading, would again

mitigate or even abrogate the results, leaving us still without a theoretical reason to expect

an illiquidity premium.

Given that investors should not, on theoretical grounds, demand significant compensa-

tion to hold illiquid assets, how can we make sense of the overwhelming empirical evidence

that illiquid assets provide significantly higher returns? The central issue here is causality.

While there is no reason to believe that investors should demand high returns for holding

illiquid assets, there is every reason to believe that illiquid assets should yield high returns.

That is, while there is not a causal relationship between illiquidity and high excess returns,

the coincidence of the two is quite expected.

A related argument is found in Berk’s (1995) “A Critique of Size-Related Anomalies.”

Berk (1995) argues that small size is not acauseof high expected returns, but rather that

3Lustig (2003) also considers the illiquidity premium generated through covariance between returns and
state prices, in an equilibrium model in which the covariance arises as a result of binding solvency constraints.
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assets exposed to greater risks trade at deeper discounts (i.e., are smaller, by market capi-

talization) and,ipso facto, generate higher expected returns. That is, while small size is not

theproximatecause of high expected returns, the coincidence is expected because exposure

to risk leads to both small size and high expected returns.

That the observed “illiquidity premium” is really an expected coincidence between illiq-

uidity and high expected returns ultimately follows from a similar argument: exposure to

underlying risk leads to both high return premia and low liquidity. However, the line of

reasoning is necessarily somewhat less direct than the argument pertaining to size. Follow-

ing this less direct argument is helped by conceptualizing the market along lines similar to

those found in Campbell, Grossman and Wang (1993), the paper that motivates Pástor and

Stambaugh’s (2003) return reversal measure of illiquidity.

Consider the market as composed of two parts. The first part consists of “liquidity

traders,” investors that hold and trade stocks for exogenous reasons. To avoid confusion

arising from this standard but unrelated use of the term “liquidity,” we will refer to these

investors henceforth as “noninformational traders,” or simply “NTs.” The second part of the

market consists of risk-averse utility maximizers. These “attentive traders,” or “ATs,” hold

optimal price contingent quantities of each asset, actively making portfolio decisions en-

dogenous to risk-reward trade-offs in the economy. They constitute a risk bearing capacity,

and are willing to accommodate the NTs’ trading demands if appropriately compensated.

This compensation takes the form of high expected returns, which results from the assets

trading at a discount.

That is, the prices of securities are effectively set by what the ATs are willing to pay;

the NTs are not directly involved in price determination. NTs do influence prices indirectly,

however, as liquidity trades affect prices through the supply channel. Net noninformational

trading in any given security effectively constitutes a change in the supply of the security,

from the point of view of the attentive traders, and this impacts the market clearing price as

the ATs have downward sloping asset demand.

While we do not usually think of downward-sloping demand for financial assets explic-

itly, in part because they are generally in fixed aggregate net supply, the idea is implicit in

much of asset pricing theory. For example, the idea of downward-sloping asset demand

underpins the Capital Asset Pricing Model. Given quite general investor preferences, the

price of an asset is just its expected payoff minus a correction due to higher moments of the

payoff distribution. Because the total expected payoff is linear in the supply of the asset,

whereas the correction is dependent on higher-order powers of supply, the price of a risk
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goes to zero as the supply of the risk goes to zero. That is, because idiosyncratic risk is, by

definition, at the zero quantity point on the supply curve it is not priced, while market risk

is in positive net supply and therefore lower on the demand curve.

Conceptualizing the market as consisting of these two groups, exogenously motivated

NTs and risk-averse, utility-maximizing ATs with their consequently downward-sloping

asset demand, helps clarify other phenomena observed in the market. For example, an-

alysts’ statements regarding price drops due to “selling pressure” can seem nonsensical,

given that there are always buyers on the other side, but in this context the statements make

perfect sense. Selling pressure is an excess of selling demand. Selling pressure can only

refer to the NTs’ trading demands, as ATs do not demand trade at all, only acting as coun-

terparties when adequately compensated. It is the order flow of the NTs that consequently

determines whether pressure is on the buy side or the sell side.

Price drops at the end of lock-outs, or with secondary offerings, provide another exam-

ple of phenomena that may be illuminated by analysis in the context of our market concept.

These price drops make perfect sense, even in the absence of asymmetric information, if

the corresponding events increase the ATs’ claims to the underlying asset. In this case they

effectively amount to an outward shift in the supply curve, which leads to lower prices.4

Before moving on to a discussion of how this view of the market helps us to understand

the illiquidity premium, it is first useful to discuss liquidity in general more carefully. Pástor

and Stambaugh (2003) capture both the spirit of the concept, and the difficulty of pinning it

down precisely, when they state that “liquidity is a broad and elusive concept that generally

denotes the ability to trade large quantities quickly, at low cost, and without moving the

price.” While not precise, this statement captures the idea that it “costs” less to trade liquid

assets, where costs here are both direct and indirect. Direct costs include fees and the

bid-ask spread. Indirect costs arise from the fact that an investor’s current trades compete

against her future trading needs: when liquidating a large position, today’s trading has a

detrimental effect on the price at which tomorrow’s trades will be executed. Our concept of

liquidity captures both direct and indirect costs in what we believe is the most economically

sensible way.

Liquid assets, to us, are those for which the “liquidity cost” of trading is low, where the

“liquidity cost” is simply the difference between the “value” at current prices and the actual

economic value. More precisely, an asset’s liquidity will be defined as the inverse of the

4Asset prices are essentially impacted here through the “portfolio balance channel.” This is the same
channel that central banks depend on whenever they “sterilize” their interventions.
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unit liquidity cost of trading the asset, where the liquidity cost is the difference between the

“mark-to-market value” of holdings and the actual amount you can get for those holdings

assuming optimal liquidation.

Returning to our discussion of the illiquidity premium, it is clear now that the liquidity

cost of trading an asset is related to the slope of the demand curve for the asset. Order

flow from the NTs results in a change in the supply of the asset (from the point of view of

the ATs), resulting in a change in the asset’s price. The magnitude of this “nontransitory”

change in price corresponds perfectly to common microstructure notions of liquidity as

being related to “the permanent price impact of a trade.”5 The size of the price impact is

directly related to the cost of liquidating a position. The steeper the demand curve, the

greater the price impact, and the more expensive it is to trade out of a position. But the

slope of the demand curve is due to the uncertainty in an asset’s payoff: for quite general

preferences the slope of the demand curve for an asset is increasing in the uncertainty of the

returns to the asset. Uncertainty is, of course, also the source of an asset’s excess returns,

and these returns are also generally increasing in uncertainty.

That is, uncertainty generates the slope of the demand curve for an asset, and this slope,

which is the source of illiquidity costs, largely determines the magnitude of the price dis-

count at which the asset trades. This price discount is in turn the source of higher expected

returns. The greater the variance, the steeper the demand curve and the greater the price

discount, and thus the lower the liquidity and the greater the expected excess returns. Both

the discount at which an asset trades, relative to its expected payoff, and the slope of the

demand curve for the asset result from the same underlying uncertainty.

Liquidity measures’ ability to explain excess returns should remain after controlling

for other risks. In fact, reasoning similar to that found in Berk (1995) shows that liquidity

measures should add explanatory power to any asset pricing model that does not completely

explain returns. The slope of the demand for an asset is a measure of the asset’s risk, so is

positively correlated with any risk factor. Liquidity, which is inversely related to the slope

of demand for the asset, is consequently negatively correlated with all risk factors. This

fact alone guarantees that illiquidity will proxy, to some degree, for any omitted risk.

Alternatively, the argument may be structured along the lines of Ball (1978), in terms

of omitted-variable bias: estimates of the impact of illiquidity on asset returns overstate the

5The connection between liquidity and the slope of asset demand is quite clear, even if implicit, in the
microstructure literature. In the Kyle (1985) model the illiquidity parameter� is exactly the slope of the
market maker’s demand curve. Much of the empirical microstructure literature also uses the notion of the
permanent price impact of a trade as a measure of illiquidity (see, for example, Hasbrouck (1988)).
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true impact as a result of omitted variables. To see this, consider the result of adding illiq-

uidity to any regression of returns onto an incomplete set of risk factors. Adding illiquidity,

which is correlated with every priced risk factor and thus outside the span of any incomplete

set, increases the dimension of the space onto which returns are projected. The estimated

factor betas will be biased as a result of omitted variables. The estimated illiquidity beta

will be biased toward overstating illiquidity’s true impact because illiquidity is positively

correlated withany risk factor. Illiquidity will have explanatory power, therefore, in any

regression that omits risk factors, even if illiquidity is truly unpriced.

We should also expect to see higher returns associated with assets that become espe-

cially illiquid when market liquidity dries up,i.e., assets that are sensitive to liquidity risk.

To see that these assets will have high average returns, consider the following thought ex-

periment. Suppose some market factor infrequently has periods of high conditional uncer-

tainty, for example an “emerging market” factor, the returns to which occasionally become

highly uncertain. Assets associated with this factor are sensitive to liquidity risk. During

periods of high uncertainty the slope of the demand curve for this factor steepens, steep-

ening the demand curve for the market as a whole, but disproportionately steepening the

demand curve for assets heavily exposed to the factor. That is, periods of high uncertainty

regarding this factor are associated with a market-wide liquidity crunch, but one that espe-

cially impacts assets that are heavily exposed to the factor. But these assets also generate

high excess returns. They are exposed to a “peso problem” type volatility. Assets exposed

to this factor have the possibility of high conditional variance in the future, so trade at a

discount today, resulting in high expected returns on these assets even in normal market

conditions. These assets also generate higher unconditional expected returns, due to risk-

aversion at the market level, than do similar assets with the same unconditional variance

but constant volatility.

In light of our argument that illiquid assets must provide higher returns,ceteris paribus,

than liquid assets, how should we approach the extant literature on the illiquidity premium?6

Illiquidity is associated with higher returns, but it is not illiquidity,per se, that causes these

high returns. Rather, illiquidity proxies for unobserved risk factors. Thatad hocregression

variables can proxy for unobserved risks is not novel, and care should be taken in general

not to assigncausationto right hand side variables when the source of their explanatory

power is not well understood. We would, for example, find a highR2 if we were to regress

6The argument in this paper is, of course, that differing liquidities indicate assets are actuallyceteris non
paribus; hereceteris paribusis used to mean “other thingsapparentlyequal.”

6



left shoe sales on right shoe sales, though of course right shoe sales are not the cause of left

shoe sales. Right shoe sales do, however, tell you a great deal about the demand for shoes.

In the same manner, understanding that illiquidity does not drive, but is merely corre-

lated with, high excess returns does not mitigate the importance of these earlier results. Far

from diminishing these earlier results value, this understanding increases the importance

of accurately estimating the liquidity characteristics of individual assets. Just as size is an

important dimension in portfolio selection, liquidity composition should be a consideration

in optimal asset allocation. But whereas size is directly observable, liquidity, and sensitiv-

ity to liquidity risk, are not. Accurate estimation of assets’ liquidity characteristics can aid

portfolio selection, improving investor welfare.

2 Illiquidity and Excess Returns

This section considers more formally the predictive power of liquidity, and sensitivity to

liquidity risk, for forecasting returns. The market is composed, in this simple model, of

two types of investors. The first type are “liquidity” or “noninformational” traders (“NTs”),

who are assumed to trade as a result of exogenous shocks. The second type are risk-averse

utility maximizers. These attentive traders (“ATs”) hold optimal price-contingent quantities

of each asset. This segment of the economy admits a representative investor with constant

absolute risk aversion preferences with risk aversion parameter˛.7 The systematic risks in

the economy are comprised of a set ofn orthogonal risk factors, or “factor portfolios,”vi

for i 2 f1, 2, ..., ng, which we will assume are normally distributed. That is, the payoff to

the ith factor, which is realized att D 2, is distributedN(�i , �2
i ). At t D 1 the trading

demands of the NTs, who initially hold a fraction (or “quantity”)qı
i of each asset, are

realized. These trading demands,dqı
i for i 2 f1, 2, ..., ng, are assumed to be distributed

N(0, ˙i). We will assume for simplicity that bothqı
i anddqı

i are uncorrelated with other

random variables in the economy. The risk free rate isr . Markets must clear, so prices

adjust such that ATs are willing to satisfy the NTs’ trading demand. Both types of traders,

NTs and ATs, live only two periods and consume only att D 2, when the assets pay off.

7The CARA utility formulation is particularly tractable because the demand for risky assets is independent
of wealth. Additionally, the ATs’ aggregate asset demands are linear in prices.
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2.1 The Returns to Illiquidity

The first order condition for the maximum of attentive traders’ expected utility implies that

the ATs’ demand for each factor is linear in the factor’s price,�i�(1Cr)Pi

˛�2
i

. Market clearing

then demands that each factor is priced atPi D (1Cr)�1(�i �qi˛�2
i ), whereqi D qı

i Cdqı
i

is the quantity of theith factor held by the ATs att D 1.

In this economy a sort of arbitrage pricing theory (APT) holds, where the expected

net payoffs are linear in the factor weights. Any asset� i, which essentially consists of a

portfolio of the factors plus idiosyncratic variance,� i D a1v1 C a2v2 C � � � C anvn C "i,

has an expected net payoff

E
�
� i

�
� P�i D E

"
nX

iD1

ai(vi � Pi)

#
D

nX

iD1

aiqi˛�2
i ,

which is linear in the weightsai for i 2 f1, 2, ..., ng. The expected net excess return to the

ith factor is given by

E
�
Re

i

�
D

�i � Pi

Pi

� r D
qi˛�2

i

Pi

. (1)

Scaling by the standard deviation in the factor’s payoff yields the market price of exposure

to factor volatility

�i D
qi˛�i

Pi

. (2)

Now suppose we were to test a misspecified asset pricing model, which omits thekth

risk factor. That is, suppose we run the regression

xi D ai C
nX

jD1
j 6Dk

ˇijfj C "i,

wherexi denotes the return on asseti andfj denotes the return on thej th factor.

While the j th factor is missing from the regression, liquidity measures will contain

information about an asset’s exposure to the missing factor. In general, the liquidity of

thej th factor is just the inverse of the associated price impact parameter, defined here as

the price impact per dollar traded, which we will denote�j . This parameter, essentially

the Kyle-� (1985), measures how expensive it is to liquidate a position. Liquid assets are

ones for which the associated impact parameters are low on average, and for which it is
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consequently cheap to trade out of a position. Now this price impact parameter, given by

�j �
1

Pj

dPj

dqj

D
˛�2

j

Pj

, (3)

is really just the slope of the ATs’ demand.8 Substituting into equation (2) yields

E
�
Re

j

�
D qj �j . (4)

That is, the expected excess return on thej th factor is proportional to�j , the slope of the

demand for the factor. Alternaitively, we have that factor illiquidity is proportional to the

market price of exposure to factor risk,

�j D
�j

qj

�j . (5)

The expected excess return to any factor, and the market price of exposure to factor volatil-

ity, are therefore negatively correlated with the factor’s liquidity.

Now suppose that in our regression we have two distinct assets for which we estimate

the exact same factor loadings, but for which we have differing liquidity estimates. The

less liquid assetmusthave higher expected returns going forward, despite the identical

factor load estimates. The less liquid asset is likely to have a higher (respectively, lower)

loading on the omitted factor if the omitted factor is “less liquid” (respectively, “more

liquid”) than the other factors. Because of the assets’ probable relative exposures to the

omitted risk factor, and the fact that factor liquidity is negatively correlated with expected

returns, we should expect the less liquid asset to provide higher returns than the more liquid

asset. That is, liquidity has explanatory power for returns. The explanatory power of the

illiquidity estimate depends only on some misspecification in the asset pricing model, and

not on which factor, or set of factors, was omitted.

8Introducing intermediation can significantly increase the price impact of trading, though the impact will
still be proportional to the slope of the ATs’ demand curve. For example, suppose trade is mediated by
N competitive risk-neutral market makers, and that the net trading in theith factor handled by thej th

market maker is distributed�i C �
j
i , where�i � N(0, �2

�i
) is the correlated component of the NTs’ trading,

�
j
i

i.i.d.� N(0, �2
�i

) is the idiosyncratic component seen by thej th market maker, and the unconditional variance

in total net trading iṡ i , i.e., thatN 2�2
�i

C N�2
�i

D ˙i . Then the price impact parameter will be a factor

E
h
˙i

ˇ̌
�i C �

j
i

i
=(�i C �

j
i ) D 1 C (N � 1)(�2

�i
=(�2

�i
C �2

�i
)) higher, as the order flow seen by any given

market maker is informative regarding the probable net market-wide trading demand, but this price impact

parameter is still proportional to1
Pj

dPj

dqj
, the slope of the ATs’ demand.
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More generally, suppose assets are correctly priced by some linear factor model withn

priced risk factors, wheren may be unknown, and illiquidity is not independently priced.

That is, suppose the expected excess return to an asset is

E [Re ] D Xˇ̌̌ (6)

whereX D (X1, ..., Xn) is a row vector of the returns to then risk factors,̌̌̌ D (ˇ1, ..., ˇn)0

is a column vector of the asset’s exposure to these factors, and illiquidity is not a risk factor.

Now suppose one were to test a misspecified factor model which omits one or more

risk factors. In particular, suppose one ran the “short regression” of excess returns onto an

incomplete set ofk < n risk factors and an illiquidity factor

Re D X1b�
1 C X

il
b�

il
C " (7)

whereX1 is the vector of returns to the factors under consideration,b�
1 is the vector of the

asset’s estimated exposures to these factors,X
il

is the return to an illiquidity factor, andb�
il

is the asset’s estimated exposure to the illiquidity factor.9 In this short regression, as a result

of omitted-variable bias, the expected estimated exposures are not the true exposures. That

is, the regression yields biased estimates, withE[b�
1] 6D ˇ̌̌1 andE[b�

il
] 6D 0.

More can be said about these biases, and about the bias in the estimate of the illiquidity

beta in particular, using the omitted-variable bias formula. LetX2 be a vector of returns to

n � k risk factors that, in conjunction with the short-regression factors, span the risk-space,

which may be chosen orthogonal to the factors inX1 without loss of generality. Including

these factors in the regression yields the unbiased “long regression”

Re D X1b1 C X2b2 C X
il
b

il
C " (8)

in which the expected estimated sensitivities to the priced risk factors are the true sensitiv-

ities, E
��

bbb1
bbb2

��
D

�
ˇ̌̌1

ˇ̌̌2

�
, and in whichE[b

il
] D ˇ

il
D 0, because illiquidity is truly unpriced.

The omitted-variable bias formula then gives the relation between the expected estimated

sensitivities in the short regression and the true sensitivities

E
h�

bbb�
1

b�
il

�i
D

�
ˇ̌̌1

ˇ
il

�
C Fˇ̌̌2 (9)

9We have implicitly assumed here that the factors considered in the short regression were those corre-
sponding to the firstk elements ofX. This is without loss of generality, as the enumeration was arbitrary.
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whereF D [(X1, X
il
)0(X1, X

il
)]�1(X1, X

il
)0X2 is the projection of the omitted factors’

returns onto the returns of the factors in the short regression. The factors inX2 were

chosen orthogonal to those inX1 so only the omitted factors’ projection onto illiquidity is

nontrivial, i.e., every row ofF is zeros except the last. In conjunction with the assumption

that illiquidity is unpriced,i.e., that ˇ
il

D 0, this gives the asset’s expected estimated

illiquidity beta in the short regression,

E
�
b�

il

�
D F

il
ˇ̌̌2 (10)

whereF
il

is the last row ofF, the projection of the omitted variables’ returns onto the

illiquidity factor’s return. Now because illiquidity covaries positively with every risk factor

each element ofF
il

is positive. This is enough, because the expected excess return to each

risk factor is positive, to ensure thatE
�
b�

il

�
is strictly positive, and increasing in the asset’s

exposure to each of the omitted risks. Because expected returns are also increasing in the

exposure to each of the priced risk factors, expected returns are positively correlated with

assets’ estimated illiquidity betas. That is, illiquidity will have explanatory power for re-

turns in the misspecified asset pricing model, even though illiquidity is not, by assumption,

independently priced.

2.2 The Returns to Sensitivity to Liquidity Risk

To study the impact of sensitivity to liquidity risk we will now return to the simple model of

the previous section, but relax the assumption that the payoffs of each of then risk factors

are normally distributed. In particular, we will assume that some factor has periods (i.e.,

some probability) of higher than normal conditional variance. In particular, suppose this

factor, thenth without loss of generality, has high variance in the “high uncertainty” state

of the world, which is realized with probabilityp, and low variance otherwise. Assuming

the distribution is stillconditionallynormal, and letting11h denote the indicator variable for

the high uncertainty state of the world, we have thatvn is distributedN(�n, Var
�
vn

ˇ̌
11h

�
)

where Var
�
vn

ˇ̌
11h D 1

�
D �2

h
> �2

l
D Var

�
vn

ˇ̌
11h D 0

�
. We will assume for simplicity

that 11h, which is realized prior to the NTs’ trading demands, is uncorrelated with other

random variables in the economy.

The factor, which is exposed to what we will call “uncertainty risk,” will be sensitive

to liquidity risk. When the high uncertainty state of the world is realized this factor be-

comes less liquid, because the slope of the demand curve steepens. Because this factor is
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in the market portfolio market liquidity also drops, so the factor liquidity covaries posi-

tively with market liquidity. The factor is consequently, by definition, sensitive to liquidity

risk. But this factor will also generate higher unconditional returns than predicted by an

econometrician who estimates factor moments. The ATs value this factor less than they

would a normally distributed factor with the same mean and variance, simply because they

are risk-averse. The ATs will only hold the factor, therefore, if it is priced lower than a

normally distributed factor with the same expected payoff and volatility. That is,Pn < P On,

whereP On denotes what the price of thenth factor would have been if the payoff were actu-

ally distributedN(�n, Var [vn]). The fact that it is priced lower but has the same expected

payoff means it has higher expected returns. The extent to which an asset’s liquidity co-

varies with the market’s and the magnitude of an asset’s expected supernormal returns are

both correlated with the asset’s loading on the factor, so sensitivity to liquidity risk predicts

returns.

Conditional on a realization of the good state of the world the return will be even more

surprising. At these times the ATs are compensated for an unrealized risk. These excep-

tionally high returns are earned essentially for insuring against rare events,i.e., for exposure

to what is often termed “peso problem”-type volatility.

Conditional on a realization of the uncertain state of the world we will observe the re-

turn reversals, predicted by Campbell, Grossman and Wang (1993) and exploited by Pástor

and Stambaugh (2003), associated with exposure to liquidity risk. When conditional uncer-

tainty increases, the prices of assets exposed to the factor with high conditional uncertainty

will drop. These assets will then, as a consequence, generate high expected returns going

forward.

3 Conclusion

The “illiquidity premium puzzle,”i.e., that an extensive empirical literature documents the

existence of a significant illiquidity premium while the theoretical literature simultaneously

predicts that marginally higher returns will make investors willing to hold illiquid assets,

is only puzzling because the illiquidity premium has been interpreted as a compensatory

premium for holding illiquidity. Illiquid assets do not pay higher returns than otherwise

comparable liquid assets because investors demand compensation for exposure to illiquid-

ity, however, but because illiquidity indicates exposures to other risks for which investors

do demand compensation. The existence of the illiquidity premium does not require that

12



investors value liquidity,per se, but only that the slopes of investors’ demands for risks are

correlated with the corresponding factors’ expected returns. This is all but guaranteed by

the fact that the magnitude of each factor’s expected return,i.e., the magnitude of the price

discount at which it trades relative to its expected payoff, is itself largely determined by the

slope of investors’ demand for the factor. That is, both the market price of exposure to any

given risk factor and the sensitivity of this price of risk to trading are proportional to the

slope of the market’s demand. As a result, even if investors do not have a preference for

liquidity, illiquidity must still be positively correlated with returns in the cross-section.
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